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Abstract1

Results from surface-drifter experiments in the Baltic Sea in 2010-20112

are presented and discussed. The transport and spreading of the drifters3

are compared to results from model-simulated off-line trajectories. Differ-4

ences between the observed and model-simulated trajectories are found for5

absolute dispersion (i.e. the distance travelled as a function of time) and6

relative dispersion (i.e. the distance between two initially paired trajecto-7

ries as a function of time). The former is somewhat underestimated since8

the model-simulated currents are neither as fast nor as variable as those9

observed. The latter is underestimated both due to the above-mentioned10

reasons and due to the resolution of the ocean model.11

The spreading rate of initially closely located water particles in the up-12

permost layer of thickness of about 1.5 m of the Gulf of Finland is studied13

using autonomous surface drifters. The average spreading rate increases14

with the increase in the time t elapsed from the deployment, equivalently,15

with the increase in the distance between drifters. The typical spreading16

rate is about 200 m day−1 for separations below 0.5 km, 500 m day−1 for17

separations below 1 km and in the range of 0.53 km day−1 for separations18

in the range of 14 km. The spreading rate does not follow the Richardsons19

law. The initial spreading, up to a distance of about d = 100 − 150 m,20
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is governed by the power law d ∼ t0.27 whereas for larger separations the21

distance increases as d ∼ t2.5.22

1 Background23

Many studies of the ocean rely on Lagrangian trajectories. Knowledge of the24

origin and destination of a water particle, as well as the spreading of several25

particles, is necessary for estimating the fate of oil spills (Soomere et al., 2010)26

or living organisms (Corell et al., 2011), as well as for planning rescues or find-27

ing lost goods. Trajectories can be either observed using drifters or floats, or28

simulated using a computer model of the ocean and a trajectory algorithm.29

Model-simulated trajectories may be used to track entire water masses (Döös,30

1995; Blanke and Raynaud, 1997; Döös et al., 2004), or to map transport and31

dispersion in the ocean (Pizzigalli et al., 2007). As these studies become more32

frequent, the need for evaluating the model results against observations grow.33

34

Several studies have used surface drifters or floats to validate model-simulated35

trajectories. These studies have covered e.g. the North Atlantic (Garraffo et al.,36

2001; McClean et al., 2002; Lumpkin et al., 2002), the Pacific (Garfield et al.,37

2001), and the world oceans (Döös et al., 2011). Although they employed differ-38

ent models, and different sets of Lagrangian observations, a common conclusion39

is that the distance travelled as a function of time (the absolute dispersion) show40

fair agreement between models and observations. Discrepancies between them41

are often found when studying the the separation between two initially paired42

trajectories (relative dispersion), and/or the variability of the currents (eddy43

kinetic energy). Relative dispersion and/or eddy kinetic energy is found too low44

in the models, thus the model-simulated trajectories do not separate as much45

as the observed ones. This can partly be attributed to the coarse resolution,46

which does not take turbulence on small scales into account, and implies a need47

for parameterizing sub-grid scale motions (Döös et al., 2011; Griffa et al., 2004).48

49
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For the Baltic Sea, there have been several studies using model-simulated50

trajectories (Döös et al., 2004; Soomere et al., 2010; Corell et al., 2011), but51

very little Lagrangian observational data. To the authors’ knowledge, there has52

been only one surface-drifter experiment using SVP drifters as in this study53

(H̊akansson and Rahm, 1993; Launiainen et al., 1993), and that drifter data has54

not been used to evaluate the accuracy of any ocean circulation model. This55

lack of observations can, at least partly, be explained by the small horizontal56

extent over which the mean depth exceeds the depth of the SVP-drifter drogue57

(18 m), and the the heavy traffic. The risk of a surface drifter getting caught58

up in too shallow waters or colliding with a ship is much higher in the Baltic59

Sea than in the world oceans.60

61

A few short-term experiments have been performed in the Baltic Sea using62

drifters designed to follow the motions in the uppermost layer with a depth of63

1 − 2 m. In experiments in the Gulf of Finland (Gästgifvars et al., 2006) in64

May 2003 the buoys moved with a velocity of about 2% of the wind velocity65

and with a deviation angle of 0− 10◦ to the right with respect to the local wind66

in moderate wind conditions. The behaviour of drifters was quite different in67

weak wind conditions: the currents were directed some 60◦ to the left of the68

wind apparently owing to the dynamics of the lower layers that overrode the69

local wind-induced drift. Similar experiments using drifters located in the up-70

permost 1 m layer were performed in 2007 in the Gulf of Finland to validate71

the output of the High Resolution Operational Model for the Baltic Sea (HI-72

ROMB) surface currents and to study dynamic ice drift (Kõuts et al., 2010).73

The duration of each deployment was up to 8 days in summer and a few months74

in ice conditions. Also, experiments targeted to the validation of the Seatrack75

Web oil fate model were performed with the same drifters in the middle of the76

Gulf of Finland, western Estonian archipelago and in the eastern sector of the77

northern Baltic Proper (Verjovkina et al., 2010). Their duration ranged from 878

hours up to 7 days. The longest distance covered during a single experiment was79

52 nautical miles. Furthermore, an extensive analysis of the performance of six80
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circulation models was also performed for the Gulf of Finland (Myrberg et al.,81

2010), and Soomere et al. (2010) highlighted systematic bias between modelled82

and measured wind direction and air flow properties in the central part of the83

Gulf of Finland.84

85

On a larger scale, regional ocean models for the Baltic Sea have mostly86

been validated against data from moored instruments. Meier (2002) compared87

model-simulated profiles of temperature and salinity with observations from88

these stations and found fair agreement. It should, however, be noted that the89

number of observations was, and still is, quite small. The quality of the atmo-90

spheric forcing has also been assessed. (Höglund et al., 2009) showed that the91

probability distributions of observed wind speeds did not agree well to those92

from a regional atmospheric model used to compute the wind forcing. Gen-93

erally, the model-simulated surface winds were found to be too low compared94

to observations along the Swedish coasts. For this reason, they utilized a gust95

correction to the model winds, which gave better results statistically, however96

for individual stations this deficiency can remain.97

98

This study presents results from SVP surface drifters deployed in the Baltic99

Sea in 2010-2011. A wide range of statistics, such as mean net displacement100

and pair separations, have been calculated from the SVP-drifter data and the101

model-simulated trajectories, upon and the two data sets have been compared.102

Results from the comparison may then be used to tune the model-simulated103

trajectories to obtain a good fit to observations. The realism of the original and104

tuned model trajectories is discussed, as well as the implications for trajectory105

modelling in the Baltic Sea. Further on, we present results of a series of exper-106

iments with lightweight drifters in the Gulf of Finland that were designed to107

quantify the spreading of initially closely located floats owing to the dynamics108

of the uppermost 1−1.5 m thick layer. Although the motion of such drifters was109

to some extent affected by surface-level wind, they apparently largely followed110

the currents.111
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112

2 Surface drifters in the Baltic Sea113

12 SVP-B surface drifters (Lumpkin and Pazos, 2007) were deployed in the114

Baltic Sea in 2010-2011. The total period of data was 14 July 2010 - 19 Novem-115

ber 2011. The drifters were manufactured by Marlin-Yug Ltd. in Sevastopol,116

Ukraine, and conform to internationally recognised standards, and are approved117

by NAVOCEANO (The Naval Oceanographic Office) to be of the WOCE (World118

Ocean Circulation Experiment) type. SVP-B drifters are equipped with a sur-119

face float containing GPS-sensors for measuring position, sea-surface tempera-120

ture and atmospheric pressure, and a system to transmit the data to the Argos121

or Iridium satellites. Attached to the float is a holey sock between 12 and122

18 meters depth. This allows for the drifters to follow sub-surface currents.123

Data – including the state of the drifter – are transmitted every hour. If, for124

some reason, the GPS gives an erroneous position, it can be, and was in our125

study, filtered out using positions estimated from the Argos or Iridium satellites.126

127

The commonly-used SVP drifter used in this study is designed to represent128

currents at 12− 18 m depth with the wind- and wave-induced drift being neg-129

ligible (Niiler et al., 1995; Pazan and Niiler, 2001). In most areas of the world130

oceans the depth of the upper mixed layer considerably exceeds this drogue131

depth. This is, however, not necessarily true for the Baltic Sea and especially in132

its semi-sheltered subbasins such as the Gulf of Finland, where the upper mixed133

layer is often less than 10 m thick (Leppäranta and Myrberg, 2009) and where134

the dynamics of the very thin surface and subsurface layers may be substan-135

tially decoupled from motions in the rest of the water column (Andrejev et al.,136

2004; Soomere et al., 2008). How a SVP drifter responds when some part of the137

drogue is in the mixed-layer, where wind forcing plays a large role, and some138

part is in the deeper layer below, where velocities generally are lower, is uncer-139

tain. Generally, the mixed layer is 15 − 20 m deep in summer, and essentially140
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none in winter (Meier, 2002).141

142

Two pairs of SVP surface drifters were deployed in the Baltic Sea in July143

and August 2010. A triplet was then deployed at the same point in June 2011,144

and another triplet at a point to the northwest in August 2011. Two of the145

drifters from the two pairs stranded and were then re-deployed as a third pair146

in the Gulf of Finland in November 2011. All deployments, except the last pair,147

were made from the ferry M.S. Silja Festival on cruise between Stockholm and148

Riga.149

150

Drifters of a different kind were deployed in the Gulf of Finland to study pair151

separations (Soomere et al., 2011). The active component (a high sensitivity152

(−159 dB) GPS/GSM device CT-24, Sanav Corp., Taiwan) of the lightweight153

floating buoys reported its position 4 times an hour. The device was mounted154

on the top of a 2 m long and 50 mm in diameter plastic pipe, about 2/3 of which155

was submerged and about 1/3 (60 cm) was above the water surface. Three de-156

ployments were made with altogether 8 drifters. Each time three drifters were157

deployed at a distance of about 50−150 m from each other and let to drift from158

a few days to first weeks. Two deployments took place about 8 km west of the159

Island of Naissaar and one in Muuga Bay.160

161

As a considerable part these shallow drifters was above water surface, their162

drift was impacted by wind properties to some extent. For example, the wind163

speed of 5 m/s may yield a contribution of about 10 cm/s to the drift speed164

(Soomere et al., 2011). Although this value is of the order of the current speed,165

its contribution to the changes in the distance between relatively closely located166

drifters apparently is not significant as the wind patterns over sea surface are167

much more homogeneous compared to similar winds over the mainland. There-168

fore, it is natural to expect that the impact of wind on closely located drifters169

mostly resulted in their concurrent downwind drift.170

171
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3 Model simulated trajectories172

Model simulated trajectories were computed using the Lagrangian trajectory173

code TRACMASS (Döös, 1995; Blanke and Raynaud, 1997) driven by velocity174

fields from the Rossby Centre regional Ocean climate model (Meier et al., 2003).175

The RCO model is a coupled ice-ocean circulation model, and a regionalised ver-176

sion of the global OCCAM model (Webb et al., 1997). Here, the model grid177

covers the Baltic Sea with an open boundary at Kattegat. It is the ice-ocean178

component of the regional climate model RCAO (Döscher et al., 2002), to be179

used when predicting the future regional climate of Scandinavia. Several stud-180

ies have validated RCO data against observations of temperature, sea surface181

height, and salinity. Meier (2002) used data from four separate stations in the182

Baltic Sea, and found that the model data agreed reasonably well. In our data183

set, RCO has been run separately, using observed river runoff. The atmospheric184

forcing is computed by downscaling ERA-40 fields (Uppala and co authors,185

2005) to a smaller grid using the RCA (Kjellström et al., 2005). Data have186

subsequently been corrected to include some gustiness (Höglund et al., 2009).187

Ocean data, including temperature, salinity, and 3D velocity, were available ev-188

ery 6 hours with a 2 nm horizontal resolution and 41 model levels for the years189

1961-2005.190

191

TRACMASS trajectories are computed off-line, that is, after the fields from192

the RCO model have been integrated and stored. This allows for faster and less193

memory consuming computations. A thorough discussion of the pros and cons of194

the on-line and off-line methods of trajectory calculations is presented in Chap-195

ter 11. The model-simulated trajectories presently used were locked vertically,196

and horizontally driven by a weighted average of the currents between 12 − 18197

m. To simulate SVP drifters being stranded, any model drifter that at some198

point in time reached a depth shallower than 18 m is removed from the statistics.199

200

TRACMASS includes tunable parameterisations of turbulence and diffusion201
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to imitate sub-grid scale motions (Döös and Engqvist, 2007; Döös et al., 2011).202

The turbulence scheme adds a random increment to the velocity fields, while203

the diffusion scheme adds a random increment to the position. The random204

increment added by the turbulence scheme is proportional to the mass flux205

through the grid box, the time step, a random number, and a parameter AH .206

The scheme is of low-order, meaning that it does not take into account such207

properties as Lagrangian time scales or Lagrangian velocity auto-correlation.208

This is often named as a “Markov 0” process (Rupolo, 2007).209

210

4 Results211

4.1 The surface drifters212

The 12 surface drifters yielded equally many time series of data, however of213

very different length, where the mean drifter life time was ∼ 80 days (Table214

1). For this reason, each drifter was split up into segments of 28 = 256 hours.215

The power of 2 allowed for FFT calculations. This resulted in 85 segments for216

the data period which can be viewed as 85 independent drifters. Tracks of the217

surface drifters are shown in Figure 1. The full surface-drifter trajectories also218

resulted in 9 time series of pair separations (Fig. 2). It should be noted that219

the relative dispersion grew at very different rates. For instance, the pair “E1 &220

E2” dispersed rapidly after 5 days, while the pair “D1 & D3” stayed essentially221

paired for more than 20 days.222

223

Velocities at each time step, except the last (eq. (3)), were calculated for224

each drifter (Fig. 4a). This showed strong currents near Poland, west of Es-225

tonia, and west of Gotland, regions were currents are known to be relatively226

strong. Subsequently, the Lagrangian time scales were computed using the ve-227

locity auto-correlations (eqs. (5) and (7)), yielding one time scale per drifter228

segment (Fig. 4b). As a short Lagrangian time scale indicates high flow vari-229
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ability, Fig. 4b highlights regions of higher eddy activity. Note that the time230

scales are similar to those calculated from SVP drifters in the world oceans231

(Rupolo, 2007).232

233

Apart from the position, the surface drifters also collected data of sea-surface234

temperature (SST, Fig. 3) and atmospheric pressure. During summer-time235

temperatures reached ∼ 24◦C, while descending to near 0◦C in winter. The236

one drifter lasting during the winter season always measured values above 0◦C,237

indicating ice-free conditions.238

239

4.2 Model evaluation240

36 model-simulated trajectories were started around the starting point of each241

surface drifter segment. Four of them originated in the same grid box as the242

surface drifter segment, while the others were spread horizontally in the eight243

adjacent grid boxes. Each grid box was about two nautical miles wide, which244

translates into a “cloud” of three nm (∼ 6 km) radius of model trajectories245

around each surface-drifter segment. This took into account the variability246

around the starting point of each drifter, while the large number of model-247

simulated trajectories also resulted in clearer statistics. The years 2010-2011248

were not available in our RCO data set, making anything but a statistical com-249

parison impossible. The model trajectories were started in each available full250

model year, 1962-2004, at the same month, day, and hour as the surface-drifter251

segments. Furthermore, the drifter data in 2010-2011 were collected under ice-252

free conditions. However, the Baltic Proper and the Gulf of Finland may have253

been frozen during the winters of some of the years 1962-2004, in which case254

the effects on model-simulated trajectories are uncertain. For this reason, all255

segments during the period December 2010 - February 2011 were removed from256

the data, leaving only 76 drifter segments for the model evaluation. To resemble257

the surface drifters, the model-simulated trajectories were driven by the hori-258
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zontal velocities at 12− 18 m depth, with no vertical velocity. Only trajectories259

lasting for 256 hours without reaching waters shallower than 18 m were used.260

261

The trajectory positions were stored every hour to have the same temporal262

resolution as the surface drifters. However, the velocity fields from the RCO263

model were only available every 6 hours. Hence, motions on time scales shorter264

than 12 hours were not resolved by the model, and time scales slightly longer265

were poorly resolved. The average velocity power spectrum of all surface drifter266

segments, and all model trajectories in each model year (Fig. 5, left), shows267

a peak near the frequency 2 cycles per day, corresponding to a period of ∼ 14268

hours. These are the inertial oscillations, and they are very pronounced for the269

surface drifters, and also visible for the model trajectories. However, for the270

model-simulated trajectories, there are two peaks. This is most likely an effect271

of the inertial oscillations being poorly resolved, leading to errors in the fre-272

quency. With a 14-hour running mean applied to the trajectory positions, the273

inertial oscillations were filtered out and the power spectra for the drifter data274

and model-simulated trajectories were comparable (Fig 5, right). This filter was275

applied to all calculations hereafter.276

277

Absolute dispersion was calculated for the surface-drifter segments and the278

model trajectories (eq. (1)), and averaged over all drifter segments, and also279

over all model trajectories in each model year (Fig. 6). This mean absolute280

dispersion increased as a function of time, but generally started to level off after281

∼ 11 days, possibly to the small horizontal extent over which the depth is > 18282

m in the Baltic Sea. The model-simulated trajectories trajectories in most model283

years were found to have lower absolute dispersion than the surface-drifter seg-284

ments. To further investigate the differences in absolute dispersion, Fig. 7 shows285

the mean absolute dispersion after 256 hours for the surface drifter segments286

and all model years, with bars to indicate 90th and 10th percentiles. Apart from287

discrepancies in average absolute dispersion this also showed that the differences288

pertained also to the lowest and highest values of absolute dispersion (Fig. 6).289
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Hence, this indicates that the absolute dispersion of the surface drifters was sys-290

tematically higher than that of the model trajectories. It is interesting to note291

that the 10th percentiles varied much less between model years than the 90th.292

The discrepancies between model results and observations in Fig. 7 indicates293

that the model-simulated velocities are lower than those observed. Indeed, the294

distribution of velocities for all drifter segments, and for all trajectories in each295

model year (Fig. 8) showed the latter to be narrower and centered over lower296

values than the former. These differences in velocity distributions can explain297

the differences in absolute dispersion.298

299

Every trajectory has two Lagrangian velocity auto-correlations, one for zonal300

and one for meridional velocities. The total velocity auto-correlation is the aver-301

age of the two. It was calculated and averaged over all surface-drifter segments302

and also over all model-simulated trajectories (eqs. 5-6) in each year (Fig. 9).303

It is necessary to point out that the velocity auto-correlation does not take the304

magnitude of the velocity into account, merely how it varies in time. A good305

agreement between model-simulated trajectories and surface-drifter segments306

was found only after the inertial oscillations had been filtered out. As shown307

before (Fig. 5), the observed and modelled trajectories resolve these motions308

very differently. The Lagrangian integral time scale, TL, was calculated by in-309

tegrating the auto-correlations (eq. (7)), where the lowest non-zero τ for which310

R(τ) = 0 was used as upper limit of the integral (see Lumpkin et al. (2002)311

for comments on this, and other, methods). This was done for both zonal and312

meridional velocity auto-correlations, and the total Lagrangian integral time313

scale is defined as the average of the two time scales. Hence, there was one314

time scale for each trajectory. The distribution of TL for the drifter data and315

for model-simulated trajectories in each model year is shown in Fig. 10. There316

is good agreement between the drifter data and corresponding model results,317

much attributable to the agreement in velocity auto-correlations.318

319

Relative dispersion could not be calculated from the surface-drifter segments320
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since the drifters need to be paired initially. For this reason, only the 12 com-321

plete drifter trajectories and the model-simulated trajectories originating from322

the starting point of these were used. As each of the surface-drifter pairs was323

simulated using 2 · 36 = 72 model trajectories, and each of the triplets using324

3 · 36 = 108 model trajectories, this yielded 9 surface-drifter pairs, and > 5000325

model pairs for each model year. The surface drifters were initially separated326

by O(100m), but the model-simulated trajectories had an initial separation of327

O(100m)−O(1000m) as they were spread more widely around the surface drifter.328

Only pairs of initial separation < 1 km, thus DR(0) < 0.5 km, were used for329

comparison. Averaged over all drifter pairs, and over all model-trajectory pairs330

for each model year, the relative dispersion was found much lower for the model331

trajectories than for the surface-drifter pairs (Fig. 11). Part of this difference332

may be due to the fact that the RCO model has a resolution of ∼ 4 km and333

separation on smaller scales than that may not be resolved. To investigate this334

further, model-simulated trajectories initially separated by 4 to 12 km (approx.335

1 to 3 grid boxes) were also compared to the surface-drifter pairs (Fig. 12).336

With a larger initial separation, the relative dispersion increased by an order of337

magnitude, however, it was still lower than that of surface drifter pairs. Fur-338

thermore, even though these pairs had model-trajectories in separate grid boxes,339

the rate of separation was lower than that of the surface drifters.340

341

5 Tuning the trajectories342

As previously noted, the model-simulated velocities were generally lower than343

those observed (Fig. 8). From Fig. 7 the mean drifter absolute dispersion is344

estimated to ∼ 37 km, and the corresponding mean over all model years to345

∼ 30 km. This indicates that the model absolute dispersion is only 4/5 of the346

observed. As a first approach, all model velocities were consequently multiplied347

by 1.25 and the simulations repeated. This resulted in mean absolute dispersion348

of the model trajectories shifted to values closer to that of the drifter segments349
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(Fig. 13), which would suggest that the model-simulated velocities were too low350

in the original simulation.351

352

In another simulation, the turbulence scheme for TRACMASS, as introduced353

by Döös and Engqvist (2007) and Döös et al. (2011), was included. This adds354

extra velocity to the trajectories, but not necessarily in the same direction as355

that already present. The magnitude of the sub-grid turbulence is controlled by356

the parameter AH , which was tuned to get values of mean absolute dispersion357

close to that of the drifter data. A fair fit was achieved for AH = 200, close358

to the number used by Döös et al. (2011) for the world oceans, and results are359

shown in Fig. 13.360

361

For both of the two above-mentioned methods, the distributions of La-362

grangian integral time scales are shown in Fig. 14. The random motions intro-363

duced by the sub-grid turbulence shortened the Lagrangian integral time scales364

even though the data was filtered by a 14-hour running mean. This did not365

occur when the velocities were simply multiplied by the constant number 1.25366

since that does not introduce any new motion, merely amplify that which is367

already present.368

369

Relative dispersion was calculated from the new simulations and the results370

are shown in Fig. 15. Multiplying the velocities by a constant factor did not371

increase the relative dispersion significantly compared to Fig. 12. Adding sub-372

grid turbulence, however, resulted in an increase of both relative dispersion and373

separation rate, with values closer to those of the drifter data. For the initially374

close trajectories (DR(0) < 0.5km), adding the sub-grid turbulence resulted in375

good agreement at times > 10 days. It ought to be noted that the magnitude of376

the sub-grid parameterisation is chosen to give a good fit for absolute dispersion,377

not relative dispersion.378

379
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6 Spreading rate in the Gulf of Finland380

The spreading rate of initially closely located water particles, passive drifters or381

floats in the surface layer of the Gulf of Finland was studied using autonomous382

surface drifters located in the uppermost layer with a depth of about 1.5 m383

(Soomere et al., 2011). The state-of-the-art 3D circulation models adequately384

replicate the major features of the hydrophysical fields of natural water bodies.385

The limited resolution of the models in time and space usually does not signif-386

icantly affect the statistical properties of the basic hydrographical fields such387

as temperature, salinity or density but may substantially modify the statistical388

properties of the drift of various substances due to the impact of small-scale389

motions (frequently called sub-grid turbulence because it is not explicitly ac-390

counted for in the model). The standard way to circumvent this difficulty is to391

use ensembles of models for trajectory simulations (Vandenbulcke et al., 2009),392

to “shake” the trajectories as described above, or to rely on statistical analysis393

of large pools of simulations of the drift and transport patterns (Soomere et al.,394

2010, 2011). The latter approach, extensively used in the following chapters,395

generally requires accounting for the processes of (local) turbulent spreading396

that tend to separate initially closely positioned drifters (otherwise the mod-397

elled particles released in a single grid cell will drift together for a long time).398

The correct parameterization of subgrid-scale processes is a challenge in water399

bodies such as the Gulf of Finland that are extremly strongly stratified and have400

very small baroclinic Rossby radius (usually 2−4 km, (Alenius et al., 2003)). In401

such relatively shallow basins it is not clear beforehand whether the spreading402

of surface floats is governed by velocity fluctuations in a relatively thick surface403

layer or by the dynamics of the uppermost layer.404

405

The primary measure of spreading is the rate of increase in the distance of406

initially closely located water particles (equivalently, passive drifters). This rate407

can be approximated by a power function or an exponential law of the time t408

elapsed from the release of the particles. The classical notion for the average409
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distance between two particles in a turbulent velocity field, the Richardsons law410

(Richardson, 1926) applies in fully developed 3D turbulent flows where the av-411

erage difference between velocity fluctuations v(r, t) follows the (Kolmogorov)412

power law 〈|v(r, t)− v(r + ∆r, t)|〉 = A |∆r|a (Falkovich et al., 2001). Here413

angle brackets denote averaging over the coordinate r and/or over the ensem-414

ble of flows, A is a constant and the exponent a = 1/3 is specific to the fully415

developed 3D turbulent flow. In such an environment, the average distance d416

between a pair of tracers scales as d ∝ tb, where b = 1/(1 − a). In the case417

of the Kolmogorov law a = 1/3, the corresponding exponent is b = 3/2. The418

above-discussed relative dispersion D2 and the relevant diffusivity coefficient419

can be obtained as D2(t) =
〈
d2(t)

〉
(Lumpkin and Elipot, 2010).420

421

The character of spreading is essentially different in 2D flows where at scales422

smaller than the energy input scale, the velocity spectrum is dominated by the423

enstrophy cascade and a = 1. The exponent b→∞ and an exponential growth424

of the distance with time (the Lins law) occurs (Lin, 1972; Falkovich et al., 2001;425

LaCasce, 2008). Thus, for an ideal 2D turbulence with a single energy input426

scale λ, while the Lins law is expected to be valid for scales below λ whereas427

Richardsons law is related to large-scale circulation (Salazar and Collins, 2009).428

Both these flow regimes have been observed in the open ocean (Ollitrault et al.,429

2005) and in the Baltic Sea for different scales (Döös and Engqvist, 2007).430

431

Contrary to the above-mentioned theoretical expectation, the Richardsons432

law seems to fairly well describe spreading properties for small distances whereas433

the Lins law shows a better fit for large distances (Döös and Engqvist, 2007).434

A probably reason for this counter-intuitive observation is that the character435

of spreading is particularly complicated for 2D flows occurring on the surface436

of 3D flows, which is often the case in strongly stratified environments. Such437

flows may be highly compressible1 and may exhibit a considerable decrease in438

1The (flow) compressibility is defined as the relative weight of the potential component in
the decomposition of the net velocity field into solenoidal and potential components.
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b compared to the pure 2D case (Bec et al., 2004; Kalda, 2007). For a review439

of relevant laboratory experiments see Cressman et al. (2004). For realistic440

geophysical flows one might expect quite a large variation 1.5 ≤ b < ∞ of this441

exponent.442

Soomere et al. (2011) presented results of an attempt to experimentally es-443

timate the resulting finite value of the exponent b in the uppermost layer of444

the Gulf of Finland, the motions in which are responsible for a large part of445

the pollution transport. Differently from above and from a number of similar446

earlier studies (Ollitrault et al., 2005; Döös and Engqvist, 2007; Lumpkin and447

Elipot, 2010) the experiments performed in the western and central part of the448

Gulf of Finland in August-October 2010 were concentrated on relatively small449

initial distances of the drifters (∼ 100 m). The system of currents in the Gulf450

of Finland reveals a complicated pattern of basin-scale mostly cyclonic circula-451

tion, optionally anticyclonic gyre in the surface layer in the eastern part of the452

gulf (Soomere et al., 2011), exchange of water masses with the Baltic Proper, a453

variety of meso-scale synoptic eddies and frequent 3D effects (see Chapter 3 for454

more detailed information). The contemporary circulation models for the Gulf455

of Finland have a spatial resolution of about 2 nautical miles (3.7 km) (Myr-456

berg et al., 2010; Andrejev et al., 2011) or better. Therefore, it is reasonable457

to assume that at scales larger than about 4 − 5 km both the spreading and458

transport properties are reasonably resolved by the majority of the models of459

the Gulf of Finland. For this reason, we focus on spreading properties driven460

by small-scale features up to distances of a few kilometres between the drifters.461

462

The deployments resulted in 7 pairs of drifter trajectories. As the signal from463

the drifters was at times lost, it was not possible to adequately calculate the464

detailed statistics of the drift but the recorded data still allowed quantification465

of the temporal evolution of the separation of the counterparts. The observed466

trajectories reflected a variety of phenomena characteristic to the current field of467

the Gulf of Finland (Fig. 16): the presence of relatively small meso-scale eddies468

with a diameter of about 5 km to the north of Naissaar, inertial oscillations in469
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the open part of the gulf, and relatively rapid almost straight drift sections (cf.470

Kõuts et al. (2010),Verjovkina et al. (2010)). While most of the trajectories were471

relatively short (below 50 km), one alongshore drifting device covered more than472

150 km during about two weeks and left the Gulf of Finland to the Baltic Proper.473

474

The emphasis in Soomere et al. (2011) was on the relationship between the475

measured distance d between drifters in pairs and the rate of increase (spread-476

ing rate) in this distance. The spreading rate depends heavily on the time t477

elapsed from deployment and, therefore, on the instantaneous distance between478

the drifters. The typical spreading rate was almost constant for all the pairs479

within the first 10 − 15 hours until the drifters were separated by about 150480

m and increased considerably afterwards (Fig. 17). Although the estimates481

for initial distances below 100 m should be interpreted as indicative because482

of possible uncertainties of GPS-measured locations, such a behaviour suggests483

the presence of different regimes of spreading (either ballistic or Richardsons484

law) for initially closely located drifters up to separations of about 150 m. The485

spreading rate owing to the impact of basically random component of marine486

turbulence (also called random walk regime, Lumpkin and Elipot (2010)) can487

be estimated from the initial sections (the parts that reveal no extensive quasi-488

periodic variations due to coherent structures) of the drifters motion in Fig. 17.489

This rate is about 200−300 m/day, that is, about twice as large as hypothesised490

in Andrejev et al. (2010).491

492

For drifters initially separated by less than 1 km this rate varied from about493

100 m/day to 700 m/day. For even larger distances between the drifters (> 600494

m) it revealed somewhat different behaviour for different pairs. The distance495

persistently increased for several pairs but revealed quasi-regular oscillations for496

some other pairs. This phenomen is probably common for the Gulf of Finland497

(cf. Verjovkina et al. (2010)) and is apparently caused by relatively small meso-498

scale eddies with a diameter as small as about 400 m.499
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7 Power law representation of the spreading rate500

The presented data suggests that the structure of small-scale turbulence in the501

study area may contain motions of substantially different character at different502

scales. The substantial decrease in the average spreading rate for distances of503

1.6 − 3.2 km during a certain time interval (Fig. 17) is apparently owing to a504

substantial impact from meso-scale eddies with a diameter matching the local505

Rossby radius that, ideally, should be resolved by the hydrodynamic model.506

It is interesting to analyse whether the dynamics of the study site is mostly507

governed by 3D (local) turbulence or by 2D (large-scale) motion system. The508

distance between the drifters increased approximately linearly in the linear509

power law 2/3 (corresponding to the theoretical spreading rate for the 3D turbu-510

lence) coordinates only until values of about 400 m (equivalently, during about511

25 hours), after which the separation rate started to increase for the majority of512

pairs. Remarkably, two pairs revealed linear separation in this framework and513

thus an almost perfect match with the properties of the 3D turbulence after514

2− 2.5 days of drifting. The distance between the drifters was more than 4 km,515

a scale which is usually resolved by the contemporary circulation models. The516

relevant drifters were deployed on 12 August 2010 in relatively calm weather517

conditions and thus were only weakly, if at all, impacted by the wind.518

519

The above suggests that there probably exists no single proper fit of the520

exponent b in the power law d ∼ tb. This is confirmed by the analysis in log-log521

coordinates (Fig. 19). For relatively small separations (below 70 m in the initial522

phase of the drift, up to 8 hours) the exponent b was in the range 0.23 − 0.3,523

with a mean value of 0.27. Therefore, the separation rate is governed by a524

ballistic law rather than the Richardsons law. As none of these laws dominated,525

certain specific mechanisms, such as shear dispersion (particle separation due to526

variation of the mean velocity field) or specific surface-layer dispersion (induced527

by the gradient of the energy dissipation rate in the turbulent surface layer528

(Skvortsov et al., 2010), may govern the initial particle separation rate.529
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Starting from a separation of about 100 m (or a drift time of 10 hours), this530

increase occurred much faster. Two pairs in Fig. 19 evidently were involved531

into coherent motions. This is reflected by the best fit for the exponent b = 1.3532

and b = 0.88 for these pairs. All other pairs revealed surprising match of the533

spreading rates. The exponent b for them varied from 2.12 to 2.72, with the534

average value of b ≈ 2.5. A regression analysis of the dependence of the average535

distance on the drift time led to a fairly similar result if all the pairs are involved536

or b ≈ 2.5 if the above two pairs are excluded. Both the resulting values are of a537

reasonable magnitude compared to the infinite exponent characterising 2D flows538

but yet clearly larger then the classical Richardsons value b = 1.5 characteristic539

to the 3D turbulent motions. Therefore, in the study area the dynamics was540

predominantly governed by 3D flows but the contribution of a 2D motion system,541

apparently present in the surface layer, was still substantial.542

8 Discussion and Conclusions543

Results from recent deployments of surface drifters in the Baltic Sea during the544

summers of 2010 and 2011 have been presented. Two types of drifters were545

used; the SVP drifters have a 18 m drogue depth and represent motions be-546

tween 12−18 m depth, while the other drifters are much more shallow and thus547

represent only the uppermost 1−1.5 m currents. The average life time of a SVP548

surface drifter was 80 days. These drifters have been used to map some geo-549

graphical aspects of the sub-surface currents in the Baltic Proper (Fig. 4a), and550

to obtain values of net displacement and dispersion as a function of time (Figs.551

6 and 12). The SVP surface drifters were split up into segments of ∼ 11 days552

each, and the segments were compared to model-simulated trajectories start-553

ing at the same position and time as the drifter segments. In order to remove554

inertial oscillations, which were well observed in the drifter data but not very555

well in the ocean circulation model, all drifter segments and model-simulated556

trajectories were filtered using a 14-hour running mean. As ocean model data557

was not available for 2010 and 2011, the drifter segments had to be compared to558
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model-simulated trajectories in the years available, 1962-2004. As such, the mo-559

tion of a drifter segment could not be compared to any specific model-simulated560

trajectory. However, some indications follow from a statistical comparison. It561

must be stressed that the years 2010-2011 could have been “extreme” events in562

terms of absolute dispersion. From Fig 7, it is noted that such events are quite563

uncommon, and the likelihood that they would occur over a two-year period is564

thus even smaller.565

566

The absolute dispersion was found to be significantly lower for the model567

trajectories than for the observed drifters. This was attributed to the model568

velocities being lower and less variable, as shown by comparing the PDF of La-569

grangian velocities from drifters to that of the model trajectories. Near-surface570

currents are, to some extent, wind-driven on time scales comparable to the du-571

ration of the drifter segments (Leppäranta and Myrberg, 2009). The quality of572

model-simulated near-surface currents thus depends on the quality of the wind573

forcing, mixed-layer depth, and parameterization. Meier (2002) compared RCO574

temperature and salinity profiles to observations and found good agreement in575

mixed-layer depth. The wind forcing (ERA-40 winds, dynamically downscaled576

by the RCA model), on the other hand, was corrected by Höglund et al. (2009)577

using a parameterisation of wind gusts, as the wind speeds were found not to578

be variable enough. The correction yielded somewhat more realistic frequency579

distributions of the wind speeds. However, this does not imply that the wind580

at a specific point or time became more realistic. R.M.S. errors may very well581

have increased with this correction. Furthermore, the study was limited to582

the Swedish coastal regions, as no observations over open water were available.583

Thus, there is no information about the quality of the wind forcing over open584

water, although it is likely to share some of the problems of the coastal winds.585

It is thus conceivable that any errors in the near-surface currents, to a large586

part, are due to errors in the wind field from RCA.587

588

Multiplying the velocities in RCO by a factor 1.25 or including parame-589
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terised sub-grid turbulence resulted in better agreement to observed velocities590

and absolute dispersion for the model-simulated trajectories. Although both591

methods yielded similar results for absolute dispersion, the results were very592

different when investigating other metrics. The Lagrangian integral time was593

severely shortened when adding sub-grid turbulence, resulting in time scales594

shorter than those of the drifter segments. The random motions introduced595

when adding the turbulence parameterisation (Döös et al., 2011) do not take the596

original velocity into account, thus changing the both the velocity and proper-597

ties of the trajectory somewhat. The transport speed can thus be improved with598

this parameterisation, but at the cost of changes in e.g. direction. To tune the599

model trajectories for single-particle statistics, multiplying the model-simulated600

velocities by a constant factor would then be a better choice of method, as it601

increases the speed but does not alter the properties of the trajectory. When602

tuning model trajectories to relative dispersion this is, however, a poor choice603

since small, sub-grid scale changes in direction is what is needed to separate604

initially paired model trajectories. Furthermore, even for model-simulated tra-605

jectories separated by at least one grid box, the separation rates were lower than606

the surface-drifter average, implying that sub-grid parameterisation is needed607

also on larger scales (> 4km).608

609

Using values roughly estimated from Fig. 7 and Fig. 11, some implications610

for trajectory modelling without tuning can be identified. If the model-simulated611

trajectories have 4/5 of the absolute dispersion of the drifter segments, this612

would mean that if model trajectories, on average, travel 100 km in 10 days,613

a drifter, or a real water particle, would, on average travel 125 km in those 10614

days. By the same argument, if model trajectories are estimated to reach the615

coast in 10 days, real water particles would make the same journey in 8 days.616

Furthermore, water particles contained within a < 1 km radius initially would617

spread over an area of 12 km radius in 25 days, while their model counterparts618

would spread to cover < 2 km radius. Such conclusions would have impacts619

when estimating the fate of oil-spills or other pollutants. However, we wish620
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to stress that we have compared observations from 2010-2011 with model data621

from 1962-2004, and that the drifter data is limited.622

623

To make the model-observation comparison fair, and to yield more confi-624

dence in the magnitudes of the tuning needed would require model data for625

the years 2010-2011. This could, however, take a few years as the RCO model626

is being decommissioned in favour for a new regional ocean model, based on627

the NEMO ocean circulation model (Madec, 2008). The wind forcing will most628

likely also need updating, as the ERA-40 data set is to be replaced by ERA-629

Interim and eventually by ERA-75, while the RCA model is also likely to be630

decommissioned. If surface drifter data is continued to be gathered for the Baltic631

Sea, this data could be used to validate and perhaps tune the next generation632

of Baltic Sea models.633

634

The presented results from the shallowest drifters indicate substantial differ-635

ence in the dynamics of the vertically integrated relatively thick layer and the636

uppermost layer with a thickness of 1−1.5 m. On the one hand, understanding637

of the rules governing the former dynamics are essential for the transport of638

large water masses, substantial amounts of nutrients, dissolved chemicals etc.639

that are distributed over a surface layer of considerable thickness and/or are640

able to move between different layers in the euphotic zone (fish larvae, different641

algae, etc.). On the other hand, the laws governing the trajectories and fate of642

objects and substances in the uppermost thin water sheet are evidently decisive643

for substances and objects of slightly positive buoyancy such as lighter fractions644

of oil, floats, plastic debris, lost containers, etc.645

646

The parameters characterising the dynamics of spreading of objects in the647

uppermost layer are of utmost importance for the technique developed in this648

book. Its key idea is to use the Lagrangian dynamics of currents to develop649

methods for the reduction of environmental risks. Its key component is statis-650

tical analysis of large sets of Lagrangian trajectories of virtual drifters or water651
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particles. These statistics are evidently highly sensitive with respect to the pa-652

rameterisation of subgrid-scale processes that may randomly redirect drifters to653

largely different sea areas compared to the modelled fields of currents (Döös,654

1995; de Vries and Döös, 2001; Griffa et al., 2004; Andrejev et al., 2010). The655

problem is even more complicated in strongly stratified sea areas such as the656

Gulf of Finland where the drift is frequently steered by multi-layered dynam-657

ics (Andrejev et al., 2004; Gästgifvars et al., 2006) and where it is not clear658

beforehand which theoretical framework (predomination of 2D or 3D motion659

systems) should be used in the analysis. Similar problems intrinsically arise in660

the attempts of modelling of pathways of different water masses (Meier, 2007)661

and especially in simulations, both in forecast and hindcast modes, of pollu-662

tion transport by 3D hydrodynamic models such as HIROMB or Seatrack Web663

(Funkquist, 2001; Gästgifvars et al., 2006; Verjovkina et al., 2010).664

665

Although the average spreading rate generally increases with the increase in666

the time or the distance between drifters, the well-known Richardsons law does667

not become evident for the transport in the uppermost layer of the Gulf of Fin-668

land. The initial evolution of closely located drifters to some extent resembles669

the ballistic law but a power law d ∼ t0.27 much better describes the spreading670

in the range of distances from the first tens of meters up to about 100 − 150671

m. Starting from this threshold, the distance increases, in average, according672

to a power law d ∼ t2.5. The typical spreading rate is about 200 m/day for673

separations below 0.5 km, 500 m/day for separations below 1 km and in the674

range of 0.5− 3 km/day for separations in the range of 1− 4 km.675

676

The results suggest that a realistic parameterization of sub-grid-scale pro-677

cesses in the Gulf of Finland strongly depends on the resolution of the ocean678

model. Models with spatial resolution coarser than 2 km apparently cannot679

resolve meso-scale dynamics in this region. If they are used by some reason,680

the parameterization of subgrid-scale processes should correspond to a typical681

spreading rate of about 2 km/day. The same rate is reasonable for models with682
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a resolution of about 1 − 2 km while the models with a resolution of ∼ 1 km683

might use the rate of about 700 m/day. Parameterisations leading to spreading684

rates of 300 − 500 m/day may be recommended for extremely high-resolution685

models with a grid step of ∼ 0.5 km. As the drifters in the uppermost layer686

have experienced a certain impact of the local wind and waves on their drift the687

presented rates may to some extent overestimate the actual spreading rates but688

the order of magnitude for the spreading effects extracted from the experiments689

evidently is realistic.690

691

A Lagrangian statistics692

The absolute dispersion is a measure of the net displacement from the origin as693

a function of time. Averaged over M trajectories, it is defined as694

Dn ≡

√√√√ 1
M

M∑
m=1

2∑
i=1

(xi,m,n − xi,m,0)2, (1)

where n is the time step, m is the trajectory, and i is the dimension.695

696

Relative dispersion is often defined as the distance from the mean position697

at a certain time. However, here it is defined as half the pair separation, i.e half698

the distance between two trajectories at a given time step. The two definition699

are essentially equivalent, however, relative dispersion yields one value per tra-700

jectory and time step while pair separation yields one value per pair and time701

step. With the same notations as for the absolute dispersion, the average over702

P pairs is defined as703

DR(t) ≡

√√√√ 1
P

P∑
p=1

2∑
i=1

[xi,q(t)− xi,r(t)]2, (2)

where p is the particle pair consisting of trajectories r and q. The square of704
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the separation ensures positive values.705

706

The Lagrangian velocity is obtained by using a non-centered finite difference.707

vi(t) ≡
dxi(t)
dt

≈ vi,n ≡
xi,m,n − xi,m,n−1

tn − tn−1
, (3)

with the same indices as before. Similarly, the acceleration was calculated by708

finite differencing the velocity.709

ai(t) ≡
dvi(t)
dt

≈ ai,n ≡
vi,m,n − vi,m,n−1

tn − tn−1
. (4)

Note how velocity is not defined at the first position, and acceleration is not710

defined at the first velocity.711

712

The Lagrangian velocity auto-correlation describes the correlation of the713

velocity at one time with that of previous times. The definition is714

Rq =
σ2

q

σ2
0

, (5)

where σ2
q and σ2

0 are the Lagrangian velocity auto-covariances for time lag q and715

no lag respectively. σ2
q is defined as716

σ2(τ) = lim
T→∞

1
T

∫ T

0

u′(t+ τ) · u′(t) dt ≈ σ2
q ≡

2∑
i=1

1
N − q − 1

N−q−1∑
n=1

u′i,nu
′
i,n+q,

(6)

where u′i,n = ui,n − ui and ui is a time average of the segment.717

718

Using the autocorrelation, R(τ), the Lagrangian integral time scale, TL is719

defined as,720

TL =
∫ ∞

0

R(τ) dτ. (7)

This is a measure of the memory of a trajectory, that is, the time lag during721
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which the Lagrangian velocity is correlated. When computing this integral, the722

point where R(τ) = 0 for the first time is used here as upper bound. This trun-723

cation is perhaps the most commonly used, due to the noisy character of the724

auto-correlation function, R(τ), for large τ . Lumpkin et al. (2002) compared725

this approximation with several other approximations, and found that all of726

them produced essentially the same results, thus concluding that the approxi-727

mation used here is a robust one.728
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Döös, K., V. Rupolo, and L. Brodeau, 2011: Dispersion of surface drifters and784

model-simulated trajectories. Ocean Modeling, 39, 301–310.785
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Verjovkina, S., U. Raudsepp, T. Kõuts, and K. Vahter, 2010: Validation of898

seatrack web using surface drifters in the gulf of finland and baltic proper.899

In 2010 IEEE/OES US/EU-Baltic International Symposium, Riga, Latvia,900

August 25–27, 7.901

Webb, D. J., A. C. Coward, B. A. de Cuevas, and C. S. Gwilliam, 1997: A902

multiprocessor ocean general circulation model using message passing. J.903

Atmos. Oceanic Technol., 14(1), 175–183.904

33



Figure 1: The 12 surface drifters used in this study mapped on top of the
bathymetry. Depth < 20m is indicated by purple shading.
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Figure 2: Pair separation for each individual drifter pair. The pair separation is
related to the relative dispersion by a factor 2. Surface drifters are given a letter
corresponding to the deployment event. A and B are the two pairs deployed in
2010, C and D the two triplets in 2011, and E is the pair deployed in 2011 in
the Gulf of Finland.
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Figure 3: The sea-surface temperature (SST) measured by each drifter. Hori-
zontal time axis is days from the first deployment, 14 July 2010, up to December
2011 when the data collection was stopped. The SSTs were constantly above
0◦C indicating ice-free conditions.
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a) b)

Figure 4: a) Surface drifter trajectories coloured by their total Lagrangian ve-
locities. The colour range is from 0 to 0.45 ms−1. Velocities are found especially
strong near the coast of Poland/Bay of Gdansk, west coast of Gotland and east
of Estonia. b) Surface drifter trajectories coloured by the Lagrangian integral
time scales. Calculations of Lagrangian time scales yielded one value per drifter
segment (256 hours). Colours range from 0 to 2.3 days. Short Lagrangian in-
tegral time scales are found near the east coast of Sweden, the west coast of
Estonia, and the Gulf of Finland. Longer time scales are found near one of the
deployment points (between Sweden and Estonia).

Figure 5: Power spectra of the Lagrangian velocity. Surface drifter data is shown
as a thick black line, while each model year is shown as a thinner coloured line.
Note the peak just below 2 cycles per day for the surface drifters which is less
visible for the model trajectories (left figure). This frequency corresponds to
a period of ∼ 14 hours, consistent with the theoretical calculations for inertial
oscillations in the Baltic Sea. The right figure shows the power spectrum of the
velocities when the inertial oscillations have been filtered out, which has been
done for all data.
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Figure 6: Mean absolute dispersion for segments of surface drifters deployed in
2010 and 2011 (thick black line), and for model trajectories during all model
years (thin coloured lines). The mean absolute dispersion grows as a function
of time, but shows signs to level off after 11 days. It is also lower for the model-
simulated trajectories than for the surface drifter segments in most model years.

Figure 7: Mean absolute dispersion for each model run after 256 hours (black
dots) and for the drifter segments (thick black dashed line). Also shown are the
90th and 10th percentiles for the model years (edges of vertical bars) and for
the drifter segments (thin black dashed lines). As in Fig. 6, the mean absolute
dispersion is lower for most model years than for the drifter data. It is also
found that the 10th and 90th percentiles are lower for most model years than
for the drifter data.
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Figure 8: Distribution of the Lagrangian velocities (Eq. (3)) for surface drifter
segments and model trajectories in all model years. Thick black line is surface
drifter segments, and the thinner lines are model results from different years.
The vertical axis is scaled such that the integral of any distribution is 1. Note
how the distributions model-simulated velocities are narrower and displaced
towards lower values that the distribution of drifter velocities.

Figure 9: Mean Lagrangian velocity auto-correlation, R(τ), for drifter segments
(thick black line) and for model trajectories in all model years (thin coloured
lines). Horizontal axis is the time lag, τ , in days. Note that all trajectories, ob-
served and modelled, were filtered using a 14-hour running mean. The smallest
τ for which R(τ) = 0 is the upper limit of the integral in Eq. (7).
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Figure 10: Distribution of the total Lagrangian integral time scales for the drifter
segments (thick black line) and model-simulated trajectories (thin coloured
lines) in all model years. Time scales are roughly normally distributed around
a mean of ∼ 1 day. Distributions are scaled such that the integral of any curve
is 1.

Figure 11: Mean relative dispersion of surface drifter pairs (thick black line),
and corresponding pairs of model trajectories for each model year (thin coloured
lines). The initial pair separation for both drifters and model trajectories is
O(100m), well smaller than the grid box width. Mean relative dispersion is an
order of magnitude higher for drifter pairs than for pairs of model trajectories.
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Figure 12: As Fig. 11, but an average is calculated of all model years (red line).
The blue line shows the same average of model years, but with trajectory pairs
initially separated by > 4km. This increased the relative dispersion by an order
of magnitude.

Figure 13: Mean absolute dispersion for surface drifter segments (black), and
for all model-simulated trajectories in all model years (red). Also shown is the
results when including parameterised sub-grid turbulence (green), and when
multiplying the model-simulated velocity fields by 1.25 (blue).
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Figure 14: Distribution of the Lagrangian integral time scales for all drifter
segments (thick black) and all model-simulated trajectories in each model year
(thin coloured). Left panel shows for model simulations with added sub-grid
turbulence of AH = 200, and the right shows model simulations where the hori-
zontal velocities at each point and time step are multiplied by 1.25. Turbulence
parameterisation clearly shifts the distributions towards lower values. Vertical
scale is such that the integral of any distribution is 1.

Figure 15: Mean relative dispersion for surface drifter segments (black), and
for all model-simulated trajectories in all model years. As in Fig. 12, two sets
of trajectories are shown for each simulation; those with initial pair separa-
tion < 1km (red, green, orange) and those with > 4km (blue, cyan, purple).
The simulations shown are the original (red, blue), one with added sub-grid
turbulence (orange, purple) and one where all model-simulated velocities were
increased by 25% (green, cyan).
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Figure 16: Trajectories of drifters deployed on 12.08.2010 (top panel) and on
26.08.2010 (bottom panel) in the Gulf of Finland. The deployment site is in-
dicated by an empty circle. Thin straight sections of the trajectories represent
intervals when the GSM signal was not available (Soomere et al., 2011).
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Figure 17: Temporal course of the distance between pairs in linear coordinates.
Circles show the beginning and end of sensible measurements of the pairs loca-
tions. The beginning time is chosen so that the initial separation of each pair
matches the average distance of pairs deployed with initially smaller separation.
The insert shows the pairs separation during the first 20 hours (Soomere et al.,
2011).

Figure 18: Temporal course of the distance between pairs of drifters in linear
power law 2/3 coordinates (Soomere et al., 2011).
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Figure 19: Temporal course of the distance between pairs of drifters in log-log
coordinates. Bold dashed lines correspond to the power laws with b = 0.27
(time interval 1− 10.5 hours) and b = 2.5 (time interval 8− 105 hours). Dashed
lines correspond to the Richardsons law with b = 1.5 (Soomere et al., 2011).
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